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Abstract. We review and discuss the current approaches to software
model checking, including the complementary views of validation versus
falsification and those of static versus dynamic analysis. For falsification,
also known as bug finding, we advocate the need for blended approaches
that combine the strengths of both static and dynamic analysis. We
outline possible directions of research in this area.

1 Introduction

Software model checking is a family of analyses that involve the automatic ex-
ploration of the state space of a program. The state space is at worst all the
possible memory configurations that the program can read and write (such as
RAM and disk space). With the combinatorial explosion that follows from this
view—state spaces are often so big that “astronomical” is a powerless word to
describe their sizes—the challenge is to search intelligently the state spaces of
programs.

Model checking when applied to software has become a somewhat confus-
ing concept, so we start by explaining its origin and the two complementary
meanings it has come to take on. Model checking originally meant to pursue
a goal complementary to testing, namely to verify—to assert with certainty—
that the program satisfies some property. In particular, model checking in its
original meaning rests on an assumption that a finite graph of manageable size
representing the reachable states of the program can be constructed so that
program properties can be checked by exhaustive search of this graph. Such a
graph is called a model, let us denote it by M, and represents a set of states
that are connected by transitions, each representing a program step, either in
its mathematical semantics or at the machine level. A program P generates—
mathematically speaking—a model M, when all possible inputs to it are consid-
ered. The term model checking comes from mathematical logic, where it means
“to check whether a system is a model of a temporal logic formula”. Thus, the
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word “model” does not refer to a desired, abstract specification of the behavior,
but to a representation of the behavior of the program. The model, in turn,
describes the set of executions of the program. Each execution « is a path in the
model.

2 The Main Approaches to Software Model Checking

We survey the landscape of model checking, static and dynamic analysis tech-
niques.

2.1 The Validation View

For a property ¢ about models (programs), such as “an error state is never
encountered”, and an execution o of a model M, we say that o of M satisfies
¢, and we write a, M F ¢, if ¢ is true of . When we are interested in knowing
whether ¢ holds for all a of M, then we say that M satisfies ¢, or in symbols,
M E ¢.

In practice, it is often problematic to directly check whether M F ¢ because
M is anything but manageable, and can even be infinite. Instead, an approach to
model checking attempts to reduce the problem to M' E ¢' involving a smaller
representation M’ of M and a (possibly different) formula ¢’ derived from ¢,
for example through the technique of predicate abstraction [18]. Whatever the
algorithm is for model checking, the outcome is either “yes”,“don’t know”, or
“no”. If the algorithm does not provide a “yes” or “no” in reasonable time, we will
treat this as a “don’t know” outcome. Thus, whereas the judgment M F ¢ either
holds or does not hold, we will allow the judgment M’ F ¢’ to be undetermined.

If our emphasis is to validate a program, then it is crucial of course that
an answer of “yes” implies M F ¢. This criterion is soundness with respect to
validation. For example, soundness for an abstraction algorithm that transforms
the question M E ¢ to the question M' F ¢’ means that the implication

VM, ¢: (M'F ¢') = (MF ¢),

is valid.

It is also desirable but not mandatory—under this view—that if M F ¢ holds
then the answer delivered by the algorithm is “yes”. That is, for the abstraction
algorithm we would require:

VM,¢: (MF¢) = (M'F¢),

This criterion is completeness with respect to validation.
Note that a model checking algorithm that is both sound and complete never
returns the answer “don’t know”.



Fig. 1. May transitions
2.2 Static Analysis

Model checking under the validation view requires generating a conservative,
may-abstraction M' of the intractable model M. Intuitively, sets of states of M
are grouped together according to the abstraction to become the states of M'. For
example, we may choose to disregard the value of a variable x, grouping together
all states that are identical except for the value of x. Typically, the abstraction
throws away enough information so that M’ becomes sufficiently small. In other
words, each abstract state typically corresponds to a large number of concrete
states.

A may-abstraction includes all the behaviors of M and typically many more.
To see this, consider the three abstract states in Figure 1. Each abstract state
is a set of concrete states and are connected from the left to the right by may
abstract transitions: each may transition stems from the existence of a concrete
transition between one concrete state mapped to the origin asbtract state to
another concrete state mapped to the destination abstract state. In this example,
a path exists through the three abstract states, but there is no corresponding
path through any corresponding concrete states.

Thus, a may abstraction over-approximates the set of real behaviors without
running the (concrete) program, and this approach to software model checking is
therefore essentially a method of static analysis. For instance, type checking can
be seen as a sound, but incomplete, method of verifying that values of program
variables always take their declared types. Type checking is typically incomplete
since it is possible for a program to always assign at runtime values to variables
according to their declared types even though the program does not pass muster
with the limited reasoning powers of a type checker.

Static analysis usually focuses on soundness, not on completeness (with re-
spect to validation). Indeed, most software model checking tools based on static
analysis (e.g., [23,7,1,22,9,6]) are incomplete: it is not always possible to guar-
antee that an invalidating path found in the abstracted model M’ corresponds
to a real execution in M.

Herein lies the weakness of predicate abstraction techniques—and other soft-
ware model checking tools based on static analysis: a reported error may be
illegitimate and, even if correct, it is often not accompanied by an explanation
that can be readily understood by a human. In contrast, the validation engine of
a type checker is usually able to pinpoint the exact place and circumstances of a



typing error; from this information, the programmer may take corrective action,
such as inserting a type coercion. The best explanation in the context of static
software model checking may be a program execution path fragment that may or
may not be feasible under the concrete semantics. Infeasibility is often a result
of the limited knowledge that a typical abstract interpretation framework has
about pointers. The existence of such spurious error reports imposes an extra
workload on the programmer that may lead to frustration and disuse of the tool.

Spurious error reports, often referred to as false alarms, can be reduced if
the tool itself makes assumptions that seem reasonable. For example, a tool
based on local analysis will report many uses of null pointers for input param-
eters of functions unless the programmer has been careful to always test input
parameters locally before they are dereferenced. To avoid inundating the pro-
grammer with error messages, the tool may choose to not report errors that stem
from the dereferencing of input parameters. In this way, the tool is no longer
sound—from the validation point a view—but is still useful for finding bugs. Most
static-analysis tools sacrifice soundness to reduce the number of false alarms,
and static software model checkers are no exception.

2.3 The Falsification View

Somewhat surreptitiously, model checking in software has evolved to also denote
the complementary goal to validation, namely that of falsification, where success
is exhibiting a path that does not satisfy the property. In this sense, falsification
shares goals with program testing. This change of emphasis is precipitated by
the difficulty of verifying a universally quantified statement, as in the original
model checking problem “does M F ¢ hold?”. It is sometimes easier to find an
invalidating computation, that is, to solve the negation of M F ¢. So, we may
use “bug finding” as a synonym for “falsification”.

The meaning of soundness and completeness for a program analysis algorithm
become interchanged under the bug-finding view. Soundness with respect to
falsification means that reported invalidating paths are indeed real bug traces
in the sense that some set of input values does drive the program according to
the path; we call the resulting bugs sound. Completeness now means that if the
program is invalid then an invalidating path is indeed reported, that is, all bugs
are found.

With model checking of software, we claim that most researchers have adopted
(consciously or not) the falsification point of view [16]: the main practical goal
of software model checking is to find bugs that would be hard to find using other
techniques, and not to prove the absence of errors. So perhaps the effort would
be better known as model testing.

2.4 Static Analysis for Falsification

One of the earliest proposals for using static analysis as a kind of program
testing method was proposed by King almost 30 years ago [25]. The idea is
to symbolically explore the tree of all computations a program unit (such as a



function) exhibits when all possible value assignments to input parameters are
considered. For each control path p, that is, a sequence of control locations of
the program, a path constraint ¢, is constructed that characterizes the input
assignments for which the program executes along p. For (small) programs, all
the paths can be enumerated by a search algorithm that explores all possible
branches at conditional statements. The paths p for which ¢, is satisfiable are
feasible and are the only ones that can be executed by the actual program. The
solutions to ¢, exactly characterize the inputs that drive the program through
p.

A prototype of this system allowed the programmer to be presented with
feasible paths and to experiment with assertions in order to force new and per-
haps unexpected paths. Assuming that the theorem prover used to check the
satisfiability of all formulas ¢, is sound and complete, this use of static analysis
amounts to a kind of symbolic testing.

King noticed that assumptions, now called preconditions, also formulated
in the logic could be joined to the analysis forming, at least in principle, an
automated theorem prover for Floyd’s verification method, including inductive
invariants for programs that contain loops. Such a general tool for program
verification has proven elusive, even after 30 years.

However, this work was followed by a rich literature on test-vector generation
using static analysis and symbolic execution (e.g., see [30,11]) and has received
a renewed interest recently (e.g., [4,3, 40,41, 8]).

2.5 Dynamic Analysis for Falsification

Dynamic analysis operates by executing a program and observing its executions.
Testing and profiling are standard dynamic analyses.

In the rest of the paper, we discuss a class of software model checkers where
repeated executions, perhaps thousands or millions, are directed using runtime
information collected dynamically through program instrumentation techniques.
The program being analyzed may be a single functional unit, whose input val-
ues or formal parameters are open, or may be multithreaded and governed by a
nondeterministic scheduler. In any case, the program can execute only if choices
are made along the way by supplying input values and decisions about which
thread to execute next. In this way, the instrumented program runs by itself,
systematically or randomly making choices but—crucially—with built-in aware-
ness that many choices lead to equivalent behaviors and only one such choice
from each equivalence class needs to be considered. We mention two orthogonal
equivalence concepts that have been investigated:

— symbolic execution that characterizes executions paths: equivalent input vec-
tors produce computations that take the same program path (e.g., [26,17,
5]; and

— partial order reduction that characterizes interleavings of a concurrent soft-
ware system: equivalent interleavings produce the same significant state
changes (e.g., [15,13]).



We might classify such analyses as directed execution, because the analysis is
execution-based but directed by analysis. Obviously, tools for directed execu-
tion (e.g., [15,39,29,10,17,33]) are complementary to and should be used in
conjunction with tools for detecting runtime errors, such as Purify [21] among
many others (e.g., [31,27, 38]).

Most software model checking methods based on dynamic analysis are sound
with respect to bug finding, simply by virtue of anchoring the analysis in con-
crete executions of the program itself. Since an execution is a real execution,
not an abstraction of an execution as in static analysis, errors encountered will
usually be interesting. These analyses do not produce spurious error reports, for
example suggesting impossible execution paths that are really due to a lack of
computational reasoning power on behalf of the analyzer.

However, with these dynamic analyses, there is no conservative approxima-
tion or warranty typical of static analysis. In fact, the usual goal of static analysis,
to consider all computations, will almost certainly not be attained. Programs are
not verified, they are only tested.

We refer the reader to [12] for a general discussion on the duality and syner-
gies between traditional static and dynamic analysis.

3 Recent Work on Directed Execution

Recently [17], we have proposed a new approach to directed execution for falsi-
fication that addresses the main limitation hampering unit testing, namely the
need to write test driver and harness code to simulate the external environment
of a software application. This approach combines three main techniques:

— automated extraction of the interface of a program with its external envi-
ronment using static source-code parsing;

— automatic generation of a test driver for this interface that performs random
testing to simulate the most general environment the program can operate
in; and

— dynamic analysis of how the program behaves under random testing with
automatic generation of new test inputs that direct the execution along al-
ternative program paths.

Together, these three techniques constitute Directed Automated Random Testing,
or DART for short. Thus, the main strength of DART is that testing can be
performed completely automatically on any program that compiles — there is
no need to write any test driver or harness code. During testing, DART can
detect standard errors such as program crashes, assertion violations, and non-
termination.

DART’s integration of random testing and dynamic test generation using
symbolic reasoning is best explained with an example, taken from [17].

Consider the function h shown in Figure 2. The function h is defective because
it may lead to an abort statement for some value of its input vector, which
consists of the input parameters x and y. Running the program with random



int f(int x) { return 2 * x; }
int h(int x, int y) {
if (x !=y)
if (£(x) == x + 10)
abort () ; /* error */
return 0;

}

Fig. 2. Example of program

values of x and y is unlikely to discover the bug. The problem is typical of
random testing: it is difficult to generate input values that will drive the program
through all its different execution paths, which implies that random testing
usually provides low code coverage (e.g., [32]).

In contrast, DART is able to dynamically gather knowledge about the exe-
cution of the program in what we call a directed search. Starting with a random
input, a DART-instrumented program calculates during each execution an input
vector for the next execution. This vector contains values that are the solution
of symbolic constraints gathered from predicates in branch statements during
the previous execution. The new input vector attempts to force the execution of
the program through a new path. By repeating this process, a directed search
attempts to force the program to sweep through all its feasible execution paths.

For the example above, the DART-instrumented h initially guesses the value
269167349 for x and 889801541 for y. As a result, h executes the then-branch
of the first if-statement, but fails to execute the then-branch of the second if-
statement; thus, no error is encountered. The execution defines a path p through
the program. Intertwined with the normal execution, the predicates o # yo and
2-x9 # xo + 10 are formed on-the-fly according to how the conditionals evalu-
ate; xo and yg are symbolic variables that represent the values of the memory
locations of variables  and y. Note the expression 2 - xg, representing f (x): it
is defined through an interprocedural, dynamic tracing of symbolic expressions.

The path constraint ¢, = (xo # yo,2 - £o # xo + 10) represents an equiva-
lence class of input vectors, namely all the input vectors that drive the program
through the path that was just executed. To force the program through a dif-
ferent equivalence class, the DART-instrumented h calculates a solution to the
path constraint (zg # yo,2 - T¢ = xo + 10) obtained by negating, say, the last
predicate of the current path constraint. A solution to this path constraint is
(o = 10,y0 = 889801541) and it is recorded. When the instrumented h runs
again, it reads the values of the symbolic variables that have been previously
recorded. In this case, the second execution then reveals the error by driving the
program into the abort () statement as expected.

DART is thus a general framework parameterized by the kinds of constraints
that can be collected and by their solvers. We refer the reader to [17] for a de-
tailed presentation of the DART approach, including its formalization, several
examples, the description of a simple DART implementation for the C program-
ming language, and preliminary results of experiments. For instance, DART was



able to find automatically attacks in various C implementations of a well-known
flawed security protocol (Needham-Schroeder’s), as well as hundreds of ways to
crash the about 600 externally visible functions provided in the oSIP library, an
open-source implementation of the SIP protocol.

The directed search outlined above is closely related to prior work on dy-
namic test generation (e.g., [26,20]). The main difference is that the DART
approach attempts to cover all executable program paths in a style similar to
model checking, while prior work on dynamic test generation was mostly focused
on generating test inputs to exercise a specific program path or branch using
branch/predicate classification techniques. DART is also related to test-vector
generation using static analysis and symbolic execution (e.g., see [25,30,11,19,
4,3,40,41,8]). Symbolic execution is limited in practice by the imprecision of
static analysis and of theorem provers. As discussed in [17], DART is able to
alleviate some of the limitations of symbolic execution by exploiting dynamic in-
formation obtained from a concrete execution matching the symbolic constraints,
by using dynamic test generation, and by using randomization when automated
reasoning is impossible or difficult. Thus symbolic execution degrades gracefully
in the sense that randomization takes over, by suggesting concrete values, when
automated reasoning fails to suggest how to proceed.

Independently, Cadar and Engler [5] have recently proposed a testing tech-
nique very similar to the directed search used in DART. They also describe en-
couraging experimental results with their implementation. CUTE [35] is a DART
implementation that extends the one described in [17] by handling simple types
of constraints on pointers (namely equalities and inequalities).

4 Future Work

We believe the next few years will see much research combining the static and
dynamic approaches to software model checking. In this section, we outline sev-
eral possible directions for future work in this area. We start this discussion with
some short-term extensions to prior work on directed execution and on DART
in particular. We then discuss several more open-ended problems and present
specific ideas to tackle these.

4.1 Short Term

Faster constraint solvers The efficiency of DART implementations critically
depends on the availability of efficient constraint solvers. This point is illustrated
by the following experiment. Figure 1 compares the efficiency of two DART im-
plementations on the Needham-Schroeder protocol benchmark (with a Dolev-
Yao intruder model) discussed in [17].! The first implementation uses a simple

1 All experiments were performed on a Pentium ITI 800Mhz processor running Linux;
runtime is user+system time as reported by the Unix time command and is always
roughly equal to elapsed time. The depth parameter limits the number of messages
received by protocol entities.



depth|error? Implementation 1 Implementation 2

1 no 5 runs (<1 second) 4 runs (<1 second)
2 no 85 runs (<1 second) 30 runs (<1 second)
3 no | 6,260 runs (22 seconds) | 554 runs (<1 second)
4 yes |328,459 runs (18 minutes)|9,926 runs (57 seconds)

Table 1. Impact of constraint solver on DART efficiency

constraint solver that supports only conjunctions and handles disjunctions, such
as those arising from inequalities (example: x # 1 corresponds to z < 1Vz > 1),
by considering in isolation each possible way of satisfying them. The second
implementation uses a smarter constraint solver allowing the disjunctions that
result from inequalities to be handled directly. The different approaches to in-
equalities reflect a seemingly innocuous choice: are two different computations
that execute the same sequence of program statements to be considered dis-
tinct, in different equivalence classes, if they satisfy some disjunction in different
ways? Table 1 shows the difference between a “yes” (Implementation 1) and a
“no” (Implementation 2) answer to this question: for each implementation we
have stated the number of executions needed to explore all equivalence classes (in
order to reach an error). Table 1 shows that directly dealing with disjuncts dra-
matically reduces the search space. We anticipate that even faster results could
be obtained for this benchmark by using general constraint solvers for handling
directly all disjunctions appearing in the program’s conditional statements.

Out of curiosity, we also ran (on the same machine) the static software model
checker BLAST [22] (version 2.0) on this benchmark. BLAST reports “no error
found” after 20 seconds for depth=1, and after 51 seconds for depth=2, but
stops after reporting a spurious error after 6 minutes of search for depth=3.
This spurious error is likely due to the presence of pointers in this benchmark
and the limitations of the current alias analysis used in BLAST.

More constraint types and decision procedures DART reduces to random
testing when no symbolic constraints on inputs can be generated. But code
coverage is usually low with random testing alone, so we know that the more
kinds of constraint are supported, the more effective the search for errors will
be. This is true at least so long as the constraint solving itself does not become
the bottleneck.

The DART framework and tool architecture are not dependent on specific
constraint solvers. For instance, the first DART implementation described in [17]
supported essentially integer linear constraints only, and the corresponding con-
straint solver used was Ip_solve [28], which can solve efficiently any linear con-
straint using real and integer programming techniques. But we also expect to
see directed execution tools that use symbolic constraints on other popular data
types such as pointers, arrays, strings, or bit-vectors, in combination with more
sophisticated constraint solvers, such as CVC Lite [2], ICS [24], or Simplify [36],
among others. Borrowing again from static program analysis, we may use theories



for uninterpreted functions and algebraic data types to reason about frequently-
used functions in specific application domains such as cryptographic libraries in
security protocols.

Concurrency We have already pointed out that directed execution encom-
passes separate techniques for dealing with the nondeterminism of concurrency
(whom to schedule) and for the mostly orthogonal issue of nondeterminism of
input data (what values to provide). Indeed, concurrent programs can be sequen-
tialized using an interleaving semantics (e.g., [15, 34]). Therefore, DART can eas-
ily be extended to multi-threaded programs and take advantage of partial-order
reductions (e.g., [14,13]). This is conceptually easy since all the threads share
the same memory address space, and the formalization of [17] can be used as is.
The case of multi-process programs is more complicated since a good solution
requires tracking symbolic variables across processes boundaries and through
operating systems objects such as message queues.

4.2 Longer Term

Combining Static and Dynamic Software Model Checking Directed exe-
cution, where the search attempts to systematically sweep all possible execution
paths, may be infeasible due to combinatorial explosion. This is a particular
problem if the property of interest is a localized one, such as a specific assertion
in a program.

In that case, a static analysis can be used to restrict the search space to
program paths that may lead to the assertion, hence eliminating irrelevant paths.
This reduction can be performed using static program slicing (e.g., [37]), possibly
combined with dynamic slicing, in order to prove a priori that some inputs are
irrelevant.

Conversely, the precision (and hence practicality) of current static software
model checker is seriously limited by the presence of calls to unknown library
functions or code fragments that are beyond the capability of current symbolic
execution technology such as hash functions or cryptographic functions. Because
calls to libraries are frequent in systems code, this is a serious practical limita-
tion for these model checkers, which require models for external libraries. The
limitation can be alleviated by using directed execution to test the feasibility of
program paths involving calls to libraries or any code that symbolic execution
cannot handle easily (such as pointer-intensive code, loops, etc.). In this way,
directed execution can be used by static analysis tools as a subroutine to test
the feasibility of specific program paths.

Specifying Preconditions In order to effectively analyze open programs, an
analysis tool must rely on realistic environment assumptions, which represent
constraints on program inputs that are believed to hold.

Such constraints are also known as preconditions. Two broad approaches
exist for specifying preconditions. The first approach consists in program anno-
tations, usually specified directly in some fragment of mathematical logic that



is understood by the analysis tool. The second approach consists of adding code
in the program itself to filter out unrealistic inputs, for instance using assertions
that can be turned on for testing purposes or optionally for runtime monitoring.
Ideally, one would like to combine the best of both approaches:

— specify preconditions in the host programming language (say C or Java),
which is already familiar to the programmer and includes constructs for
expressing sophisticated constraints on input data structures,

— yet have those preconditions interpreted without any loss of precision by the
analysis tool as if they had been specified directly in logic.

We call constraint inference the latter problem of interpreting code as precisely
as if specified directly in logic.

Note that many applications already contain input filtering code: for instance,
a protocol implementation will typically first analyze the format of any incoming
packet and discard it if it is not well formed. Analysis of such applications thus
subsumes analysis of input filtering code; in other words, we need constraint
inference capabilities.

Similarly, postconditions could be exploited, not only to check correctness of
outputs, but also to direct executions towards potential postcondition violations.
Moreover, the postcondition of a component is often the precondition of another
one, so specifying pre- and postconditions are closely related problems.

Scalability As in traditional model checking, state explosion is a significant
practical limitation of software model checking. Systematically exercising all
executable program paths can be prohibitively expensive when the number of
such paths is large (or infinite). This problem can be mitigated by compositional
testing for large programs. For instance, consider a program P that consists of a
main function f that calls exactly once another function g. If the set of inputs to
f is disjoint from the set of inputs to g, the number paths(P) of execution paths
in P is paths(f)*paths(g); but since the inputs to f are independent of those of g,
both functions could instead be tested in isolation for a cost of paths(f)+ paths(g)
while providing the same code and state-space coverage. When the inputs of f
and g are not independent, compositional testing amounts of summarizing the
results of g when analyzing f. The analysis of g could be summarized using pre-
and postconditions constraints, in a manner similar to what is currently done in
interprocedural static analysis. This form of component summarization extended
with temporal behaviors (i.e., information about sequences of inputs/outputs
at the component interface) is also similar to assume/guarantee reasoning in
verification.

5 Conclusions

Over the last ten years, we have seen the birth of the first software model checkers
for programming languages such as C, C++ and Java. Roughly speaking, two



broad approaches have emerged so far. The first approach consists of automat-
ically extracting a model out of a software application by statically analyzing
its code and abstracting away details, applying traditional model checking to
analyze this abstract model, and then mapping abstract counter-examples back
to the code or refining the abstraction (e.g., [1,22,7]). The second approach con-
sists of systematically exploring the state space of a software system by driving
its executions at run-time via a scheduler and specific inputs (e.g., [15, 39,29,
10,17]). As discussed earlier in this paper, both of these approaches to software
model checking have their advantages and limitations.

We strongly believe that, over the next ten years, an important topic of
research will be combining the static and dynamic approaches to software model
checking for falsification purposes. On one hand, there is a real need to improve
the effectiveness of current bug finding tools, which are almost all based on
imprecise, “may” static analysis and therefore prone to report (too) many false
alarms, which in turn has hindered a wider adoption of these tools. On the other
hand, there is a large number of static analysis techniques that have not yet
been adopted to direct execution.

In this paper, we outlined several possible directions for future work in this
area. We also presented specific ideas to tackle some of the key problems faced
in this endeavor.
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